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ABSTRACT
A novel image coding scheme by using two-channel complex-valued filter banks (CFBs) is proposed in this paper. Up to now, most of the image coding schemes have used real-valued filter banks (RFBs). In other words, there are no efficient image coding framework using CFBs since the amount of samples transformed by CFBs is twice as much as that of RFBs. However, CFBs are expected to have better frequency characteristics than RFBs, since CFBs have more design parameters than that of RFBs. Thus, if the problem is solved, CFBs could be efficient for image coding. In this paper, a new algorithm which can preserve the amount of information when CFBs are applied to image coding is introduced. It is shown that the proposed image coding scheme using CFBs is superior to conventional real-valued wavelet-based image coding.

1. INTRODUCTION
Recently, multirate filter banks (FBs) and wavelets have been extensively studied and found their applications in image compression. Fig. 1 shows an M-channel maximally decimated FB, where \( H_k(z) \) and \( F_k(z) \) are the \( k \)-th (for \( k = 0, \ldots, M-1 \) ) analysis and synthesis filters, respectively. Fig. 2 also shows its polyphase representation. The analysis and synthesis filters are represented by using the polyphase matrices \( E(z) \) and \( R(z) \) as follows:

\[
\begin{bmatrix}
H_0(z) & H_1(z) & \cdots & H_{M-1}(z)
\end{bmatrix}^T = E(z)^M e(z)^T
\]
\[
\begin{bmatrix}
F_0(z) & F_1(z) & \cdots & F_{M-1}(z)
\end{bmatrix} = e(z) R(z)^M
\]
\[
e(z) = [1, z^{-1}, \ldots, z^{-(M-1)}]
\]

A FBs is perfect reconstruction if and only if \( E(z) R(z) = z^{-1} I \), where \( I \) is an identity matrix and \( n \) is a natural number. FBs are usually designed and implemented by a lattice structure [1]. A lattice structure is derived from the factorization of the polyphase matrix.

There are some image coding standards such as JPEG [2] and JPEG2000 [3]. Discrete cosine transform (DCT) and discrete wavelet transform (DWT) are employed for JPEG and JPEG2000, respectively. In these days, various and effective FBs for image coding have been proposed. The lapped orthogonal transform (LOT) [4] and the generalized LOT (GenLOT) [5] are important examples of those classes of FBs. It is well-known that the FBs can reduce the blocking artifact which is the main disadvantage of the DCT. Most of the FBs for image coding proposed until now are real-valued FBs (RFBs).

Complex-valued FBs (CFBs) have received much interests and been studied in recent years. In [6] lattice structures of M-channel complex-valued linear-phase paraunitary FBs (CLPPOFBs) and complex-valued symmetry-antisymmetry PUFBs (CSAPUFBs) with their filter lengths are \( \alpha M + \beta_k \), where \( M, k, \alpha \), and \( \beta_k \) are natural number such that \( M \geq 3 \), \( 0 \leq k \leq M-1 \), \( 0 \leq \alpha \leq K \) and \( 0 \leq \beta_k \leq M-1 \), have been proposed. In the case of \( M = 2 \), it is well-known that there is no two-channel CLPPOFB except for its filter lengths of 2 [7]. In contrast, two-channel CSAPUFBs whose filter lengths are more than 2 exist [8].

In addition to these types of FBs, another type of FBs has been proposed [9]. This class of FBs is called two-channel complex-valued linear-phase pseudo-orthogonal FBs (CLPPOFBs). The FBs satisfy the orthogonal property partially. Based on the pseudo-orthogonality, CLPFBs can be designed with filter lengths that are more than 2.

There are several applications of CFBs, for example complex-valued signal processing, such as radar signals and QAM modulated signals, communication systems, audio processing, image denoising, and so on [10]-[14]. However, there is no efficient application of CFB for image coding since the amount of information of output signals doubles when CFBs are applied to real-valued signals. However, it is expected that CFBs have better performances than RFBs, since CFBs have more design parameters than that of RFBs. Therefore, if CFBs can preserve the amount of information, an image coding scheme using CFB has a potential to have better performance than the conventional real-valued image coding.

![Figure 1: An M-channel FB.](image1)

![Figure 2: A polyphase structure of FB.](image2)
coding method.

This paper is organized as follows. In section 2, we will review the conventional lattice structures of CFBs. In section 3, a novel image coding scheme by using CFBs is described. Finally, it is shown that proposed image coding scheme is superior to the wavelet-based image coding by the simulation in section 4.

Notations: \( \mathbb{R} \) and \( \mathbb{C} \) denote the set of real numbers and complex numbers, respectively. Bold faced letters indicate vectors and matrices. \( \mathbf{I} \) and \( \mathbf{J} \) are the identity and reversal identity matrix, respectively. \( \mathbf{F} \) denotes the complex conjugated, the transpose and the complex conjugated transpose, respectively.

In the following section, FBs are always considered as the two-channel case.

2. REVIEW

2.1 CFBs

2.1.1 CPUFBs

A two-channel CFB is a complex-valued paraunitary FB (CPUFB) if and only if its analysis polyphase matrix \( \mathbf{E}(z) \) satisfies the condition \( \mathbf{E}(z)\mathbf{E}^H(z^{-1}) = \mathbf{I} \). Two-channel CPUFBs can be designed by the following lattice structure [1],

\[
\mathbf{E}(z) = \mathbf{V}_N\mathbf{A}(z)\mathbf{V}_{N-2}\mathbf{A}(z)\ldots\mathbf{V}_1\mathbf{A}(z)\mathbf{V}_0, \tag{2}
\]

where \( \mathbf{V}_k \ (0 \leq k \leq N) \) are \( \mathbf{V}_k = \mathbf{X}_k\Theta_k\mathbf{Y}_k, \) and \( \mathbf{X}_k, \mathbf{Y}_k, \) and \( \Theta_k \) are

\[
\mathbf{X}_k = \begin{bmatrix} \cos \theta_k & \sin \theta_k \\ -\sin \theta_k & \cos \theta_k \end{bmatrix}, \quad \mathbf{Y}_k = \begin{bmatrix} \cos \theta_k & \sin \theta_k \\ -\sin \theta_k & \cos \theta_k \end{bmatrix},
\]

\[
\Theta_k = \text{diag}(e^{j\theta_k}, e^{j\theta_{k+1}}), \quad (\theta_k, \theta_0, \theta_2, \ldots, \theta_{k+1} \in \mathbb{R})
\]

respectively. Obviously, each of the building blocks has 4 design parameters.

2.1.2 CLPFBs

A two-channel CFB is a complex-valued linear-phase FB (CLPFB) if and only if its analysis polyphase matrix \( \mathbf{E}(z) \) satisfies \( \mathbf{E}(z) = \text{diag}(1, -1)\mathbf{E}^*(z^{-1})\mathbf{J} \). Two-channel CLPFBs can be designed by the following lattice structure [1],

\[
\mathbf{E}(z) = \mathbf{S}_N\mathbf{A}(z)\mathbf{S}_{N-2}\mathbf{A}(z)\ldots\mathbf{S}_1\mathbf{A}(z)\mathbf{S}_0, \tag{3}
\]

where \( \mathbf{S}_k \ (0 \leq k \leq N) \) are \( \mathbf{S}_k = \frac{a}{b} \frac{b}{c} \) Each building block of a CLPFB has 2 design parameters.

2.1.3 CSAPUFBs

It is well-known that CLPPUFBs with their filter lengths more than 2 can not be designed [7]. In other words, it is impossible to design CPUFBs whose filters are hermitian symmetric or hermitian antisymmetric and have a length of more than 2. However CPUFBs whose filters are only symmetric or antisymmetric (CSAPUFBs) and the filter length more than 2 can be designed by the following lattice structure [8],

\[
\mathbf{E}(z) = \frac{\sqrt{2}}{2^N}\begin{bmatrix} v_{N-1} & 0 \\ 0 & v_N \end{bmatrix} \prod_{k=N-2}^0 \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & v_k \end{bmatrix} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \tag{4}
\]

where \( v_k = e^{j\theta_k} \ (\theta_k \in \mathbb{R}, 0 \leq k \leq N) \). Each of the building blocks of CSAPUFB has 1 design parameter.

Since CSAPUFBs impose symmetry and antisymmetry properties on their filters, their frequency responses are symmetric. Moreover it is known that, for any CSAPUFB, there exists a RFB with identical frequency responses [7].

2.1.4 CLPPOFBs

PU and LP properties are important for FBs. One advantage of PUFBs is that FBs can be designed easier than biorthogonal ones. On the other hand, the advantage of LPFBs is that the symmetric extension can be applied at boundaries of signals. Hence, FBs satisfying both PU and LP properties are highly desired. Unfortunately, as mentioned previously, it is impossible to construct two-channel CLPPUFBs whose filter lengths are more than 2 [7].

Recently, a new concept called pseudo-orthogonality has been proposed [9]. A two-channel CFB is a complex-valued pseudo-orthogonal FB (CPOFB) if and only if its analysis polyphase matrix \( \mathbf{E}(z) \) satisfies the condition \( \mathbf{E}(z)\mathbf{E}^T(z^{-1}) = \mathbf{I} \). If a FB is CPOFB, then its synthesis polyphase matrix \( \mathbf{R}(z) \) can be designed as the transpose version (not conjugated transposed) of \( \mathbf{E}(z) \). Therefore, pseudo-orthogonality inherits an advantage of the PU property. Furthermore, it is shown that CPOFBs can have LP filters whose lengths are more than 2. The class of FBs is called CLPPOFB.

Two-channel CLPPOFBs can be designed by the following lattice structure [9],

\[
\mathbf{E}(z) = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \mathbf{V}_N\mathbf{A}(z)\mathbf{V}_{N-1}\ldots\mathbf{V}_1\mathbf{A}(z)\mathbf{V}_0 \tag{5}
\]

where \( \mathbf{V}_k \) is

\[
\mathbf{V}_k = \frac{1}{\sqrt{s_k^2 + t_k^2}} \begin{bmatrix} s_k & jt_k \\ -jt_k & s_k \end{bmatrix} \quad (s_k \neq t_k) \tag{6}
\]

where \( s_k \) and \( t_k \) are real number.

2.2 Evaluation of the CFBs performance

In this section, we compare the CFB’s performance to the RFB’s one. As mentioned previously, it can be considered that CFBs could have better frequency characteristics than RFBs since RFBs form a subclass of CFBs. Therefore, for every evaluation criteria of the FB’s performance, we could choose an optimal FB in complex number field.

Here, we compare the performance between RFBs and CFBs. The FBs used for the comparison are two-channel real-valued and complex-valued PUFBs (RPUBFs and CPUFBs). The lattice structure of CPUFBs is described in (2) and RPUBF is represented as follows [1],

\[
\mathbf{E}(z) = \mathbf{R}_N\mathbf{A}(z)\mathbf{R}_{N-1}\mathbf{A}(z)\ldots\mathbf{R}_1\mathbf{A}(z)\mathbf{R}_0, \tag{7}
\]
Table 1: Result of Energy Error

<table>
<thead>
<tr>
<th></th>
<th>K=6</th>
<th>K=8</th>
<th>K=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPUBF</td>
<td>144.162</td>
<td>137.698</td>
<td>137.088</td>
</tr>
<tr>
<td>CPUFB</td>
<td>24.314</td>
<td>23.690</td>
<td>23.549</td>
</tr>
<tr>
<td>K=12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K=14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K=16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RPUBF</td>
<td>137.028</td>
<td>137.005</td>
<td>137.001</td>
</tr>
<tr>
<td>CPUFB</td>
<td>23.516</td>
<td>23.508</td>
<td>23.506</td>
</tr>
</tbody>
</table>

where \( R_k(z) = \begin{bmatrix} \cos \theta_k & \sin \theta_k \\ -\sin \theta_k & \cos \theta_k \end{bmatrix} \) (0 \( \leq k \leq N, \theta_k \in \mathbb{R} \)).

The criteria used in the simulation is the following equation.

\[
\Phi_{EE} = \sum_{i=0}^{1} (E_{\text{pass}}^{(i)} + E_{\text{stop}}^{(i)}),
\]

\[
E_{\text{pass}}^{(i)} = \int_{\Delta_{p}} (1 - |H_i(\omega)|)^2 d\omega,
\]

\[
E_{\text{stop}}^{(i)} = \int_{\Delta_{s}} |H_i(\omega)|^2 d\omega,
\]

where \( i \in \{0, 1\} \), \( H_0(\omega) \) and \( H_1(\omega) \) are transfer functions of the lowpass and highpass filter, \( E_{\text{pass}}^{(0)}, E_{\text{pass}}^{(1)} \) and \( E_{\text{stop}}^{(1)} \) are the passband and stopband energy error of the lowpass and highpass filter, respectively. Both types of FBs are optimized for some filter lengths to minimize \( \Phi_{EE} \) and the result is shown in Table 1. This result shows that CFBs can be designed to have better performance than RFBS.

3. PROPOSED ALGORITHM

In this section, the image coding algorithm by using CFBs which can preserve the amount of information is proposed. The algorithm consists of five stages. Fig. 3 indicates the proposed image coding scheme since their performance is regarded as that in a RFB, mentioned in Sec. 2.1.3. Therefore, CSAPUBFs are not chosen in this simulation. Both of the CPUFB and CLPPOFB are designed based on (2) and (5), respectively. Especially, the building blocks of CLPPOFB in previous stage are transformed by the 9/7-tap Daubechies wavelet filters recursively. \( W_0(z) \) and \( W_1(z) \) in Fig. 3 are the analysis lowpass and highpass filter of the 9/7-tap Daubechies wavelet filters.

Stage 2. Transform by the CFBs.

In this stage, the complex-valued image is transformed by a CFB vertically and horizontally. \( H_0(z) \) and \( H_1(z) \) in Fig. 3 are the analysis lowpass and highpass filters of the CFB, respectively.

Stage 3. Transform by DWT.

LL subband coefficients output by the CFB in the previous stage are transformed by the 9/7-tap Daubechies wavelet filters recursively. \( W_0(z) \) and \( W_1(z) \) in Fig. 3 are the analysis lowpass and highpass filter of the 9/7-tap Daubechies wavelet filters.

Stage 4. Replace the coefficients.

In this stage, the output complex-valued coefficients are divided into real and imaginary parts. Then, as in Fig. 3, the coefficients are replaced in each of LL - LH - HL - HH subbands.

Stage 5. Code all the subband coefficients.

All the coefficients replaced in the previous stage are coded in this stage. Note that all the replaced coefficients are real number and the same amount of information of the original image. In this paper, we adopt EZW based on intraband partitioning (EZW-IP) [15] for coding.

4. SIMULATION

In this section, our proposed image coding scheme is compared with the 9/7-tap Daubechies wavelet transform as in JPEG2000.

In stage 1, we adopted the 9/7-tap Daubechies wavelet filters as \( E_0(z) \) and \( E_1(z) \). In stage 2, we adopted a CPUFB and CLPPOFB as the CFBs. CSAPUBFs are not suited for the proposed image coding scheme since their performance is regarded as that in a RFB, mentioned in Sec. 2.1.3. Therefore, CSAPUBFs are not chosen in this simulation. Both of the CPUFB and CLPPOFB are designed based on (2) and (5), respectively. Especially, the building blocks of CLPPOFB in (6) are optimized with the following building blocks:

\[
V_k = \begin{bmatrix} \cos \theta_k & -j \sin \theta_k \\ j \sin \theta_k & \cos \theta_k \end{bmatrix}, \quad (\theta_k \in \mathbb{R}).
\]

The filter lengths are set to 16 (Order-7) and the number of design parameters are 24 for CPUFB and 7 for CLPPOFB.

Three cost functions are used as the evaluation criteria. The first is the passband and stopband energy error \( \Phi_{EE} \) in (8). The second is the DC leakage \( \Phi_{DC} \) defined as follows:

\[
\Phi_{DC} = \sum_{k=0}^{N-1} \sum_{i=0}^{N-1} |h_k(i)|
\]

The third is the energy compaction \( \Phi_{EC} \). This is the energy ratio defined as follows:

\[
\Phi_{EC} = \frac{\sum_{k \in \text{all subband}} |C_k|^2}{\sum_{k \in \text{LL subband}} |\Re \{C_k\}|^2}.
\]

where \( \{C_k\} \) is the output signal of the image transformed by the CFB and \( \Re \{C_k\} \) is the real part of each \( C_k \). \( \Phi_{EC} \) is used for the energy compaction. In this simulation, we adopted Barbara as a reference image.
Finally we defined $\Phi$ as a weighted linear combination of $\Phi_{EE}$, $\Phi_{DC}$ and $\Phi_{EC}$:

$$
\Phi = \omega_{EE} \Phi_{EE} + \omega_{DC} \Phi_{DC} + \omega_{EC} \Phi_{EC}
$$

(13)

and minimized. The frequency responses of the designed CPUFB and CLPPOFB are depicted in Fig. 4. In the stage 3, the 9/7-tap Daubechies wavelet transform is applied to LL subband coefficients 5 times recursively. Meanwhile, for fair comparison, an image is transformed by the 9/7-tap Daubechies wavelet transform 6 times recursively for the real-valued transform.

We compare the proposed image coding scheme to the conventional wavelet-based image coding in the bit rate, under the same PSNR. For that, we first applied the 9/7-tap Daubechies wavelet filters to the original images, coded at 1 [bpp], and calculated the PSNR for each image. Then we adopted the CPUFB and CLPPOFB to the original images and coded so that the resulting PSNRs are equal to those of the 9/7-tap Daubechies wavelet filters. The results are shown in Table 2 and compressed image examples are shown in Fig. 5. Table 2 and Fig. 5 show that the proposed image coding scheme can realize the same image quality of the conventional wavelet-based image coding at the same or less bit rate. Therefore the proposed image coding scheme using CFBs superior to the conventional wavelet-based image coding. Furthermore, it can be seen that CLPPOFB realize almost the same image quality of the CPUFB using four times less design parameters. Moreover CLPPOFBs have the LP property which is useful for image coding. Hence, CLPPOFBs are more suitable for the proposed image coding scheme than CPUFBs.

5. CONCLUSION

In this paper, we introduced a novel image coding scheme using CFBs. The proposed technique can preserve the amount
of information of the original image even if CFBs are applied for image coding. Hence, the proposed method can solve the problem, which the amount of information of the image is doubled due to complex coefficients of CFBs.

In the simulation, our proposed image coding scheme obtains better results than the conventional real-valued wavelet-based image coding. As a result, it is shown that our proposed method has better performance than that of conventional one. Moreover, we compared CPUFBs and CLPPOFBs for image coding. Each building block in a CLPPOFB has four times less design parameters than that of a CPUFB. Nevertheless, CLPPOFBs can realize comparable performance to CPUFBs since CLPPOFBs have the LP property and can apply the symmetric extension at the boundary of the image. Therefore, CLPPOFBs are more suitable for the proposed image coding than CPUFBs.
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